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Figure 1: An illustration of VRGit. A History Graph (HG) that represents non-linear version history is anchored on the user’s 
left arm, where each node is a 3D miniature of that version. Inside each miniature, objects are highlighted using color coding if 
they are changed compared to the previous version. Mini avatars are anchored in the HG to represent which version users are 
in. Users can also create portals to monitor other users’ frst-person views. A shared history visualization facilitates group 
discussion by anchoring the HG on a surface and allowing users to preview a version and reuse objects collaboratively. 

ABSTRACT 
Immersive authoring tools allow users to intuitively create and ma-
nipulate 3D scenes while immersed in Virtual Reality (VR). Collab-
oratively designing these scenes is a creative process that involves 
numerous edits, explorations of design alternatives, and frequent 
communication with collaborators. Version Control Systems (VCSs) 
help users achieve this by keeping track of the version history and 
creating a shared hub for communication. However, most VCSs are 
unsuitable for managing the version history of VR content because 
their underlying line diferencing mechanism is designed for text 
and lacks the semantic information of 3D content; and the widely 
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adopted commit model is designed for asynchronous collaboration 
rather than real-time awareness and communication in VR. We 
introduce VRGit, a new collaborative VCS that visualizes version 
history as a directed graph composed of 3D miniatures, and en-
ables users to easily navigate versions, create branches, as well as 
preview and reuse versions directly in VR. Beyond individual uses, 
VRGit also facilitates synchronous collaboration in VR by providing 
awareness of users’ activities and version history through portals 
and shared history visualizations. In a lab study with 14 participants 
(seven groups), we demonstrate that VRGit enables users to easily 
manage version history both individually and collaboratively in 
VR. 

CCS CONCEPTS 
• Human-centered computing → Interactive systems and 
tools; Collaborative and social computing systems and tools. 
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1 INTRODUCTION 
Virtual Reality (VR) can enable intuitive and compelling experiences 
for users to explore immersive, three-dimensional (3D) content. For 
instance, immersive authoring tools ofer a “What You See Is What 
You Get” experience by allowing users to create, edit, and evaluate 
3D content directly while immersed in VR [1, 25, 30, 47, 79, 80]. 
Research has also shown that VR provides an efective tool for users 
to evaluate ideas for 3D spatial content in multiple creative domains 
such as game design [75], architecture [27, 55], urban planning [68], 
and interior design [36]. Furthermore, as modern workforces in 
these domains are becoming diverse in terms of their skill sets 
and backgrounds, better collaborative content creation support is 
needed for coordination among various roles including designers, 
developers, and customers/end-users [5, 40]. 

Collaborative content creation is an iterative process in which 
users may perform numerous editing operations, explore various 
design alternatives, communicate with collaborators, and shift be-
tween individual and shared activities frequently [32, 33, 72]. Keep-
ing track of version history in this process is important for providing 
the ability to revert to previous states if necessary. In addition, pro-
viding rich history-keeping can help users explore diferent design 
alternatives in the task of creative content production [64]. In col-
laborative settings, keeping track of version history is even more 
challenging since users may also need to maintain awareness of col-
laborators’ activities. For example, imagine you are collaborating on 
designing a VR scene, and you would like to explore a design variant 
of the current scene without interfering with your collaborators’ 
design. Moreover, when you and your collaborators are working on 
diferent design variants, you would like to know which versions 
your collaborators are working on and communicate ideas with 
them. If all the versions of the scene, including diferent branches 
that collaborators are working on, are preserved and visualized in 
VR, you could easily “travel” between versions and communicate 
with your collaborators across versions or branches. While existing 
systems enable compelling experiences for creating and manipulat-
ing 3D content in VR, most only enable basic history-keeping (e.g., 
a linear timeline) for single users in VR. 

Version Control Systems (VCSs) have been used widely for keep-
ing track of version history of digital content among collaborators. 
Most current VCSs, however, are designed for text rather than spa-
tial data such as 3D scenes. Research in VCS for 3D modeling has 
explored some efective mechanisms for one or two features of a 
VCS such as comparing and merging scenes or models on 2D dis-
plays [9, 10, 18, 20, 63], but still lacks knowledge regarding how 
to enable multiple users to track version history without breaking 
the fuidity of immersive authoring. On the other hand, although 
collaboration systems in VR have long been an exploration in the 
area of HCI and CSCW [35, 58, 59, 78], most of them lack version 
control capabilities and keep only one version of 3D scenes at a time 
for all users. In this work, we aim to explore providing visualization 

and interactions of version history that are appropriate for collabo-
rative immersive environments. We provide a complete, standalone 
design and implementation for version control in VR in order to 
avoid breaking the immersion and the workfow of collaborative 
content creation, to leverage intuitive interactions that VR afords, 
and to harness people’s spatial skills for understanding and navigat-
ing 3D environments. We also take a diferent approach by enabling 
collaborators to stay in diferent versions of 3D scenes and explore 
supporting awareness and communication among collaborators 
across diferent versions. 

We introduce VRGit, a new VCS for collaborative content creation 
in VR. VRGit enables novel visualization and interactions for version 
control commands such as history navigation, commits, branching, 
previewing, and re-using. VRGit is also designed to facilitate real-
time collaboration by providing workspace awareness, whether 
users are working on the same version or diferent versions. More 
specifcally, when users are in diferent versions, our system en-
ables shared views for understanding where collaborators are and 
what they are doing. VRGit also introduces a shared visualization 
to reduce friction during group discussions when users are in the 
same version, by providing awareness related to version control op-
erations such as navigating version history and re-using 3D content. 
Finally, we describe an exploratory lab study with 14 participants in 
which we evaluate the usability and utility of VRGit. Results show 
that it enables users to easily keep track of non-linear version his-
tories and improves the collaborative workfow of content creation 
in VR. 

The contributions of our paper are: (i) the design and imple-
mentation of a new VCS for collaborative content creation in VR, 
and (ii) results and design insights gained from an exploratory lab 
study that evaluated the usability and utility of the VCS for content 
creation in VR. 

2 RELATED WORK 
Our work draws inspiration from prior literature in VCSs for 3D 

scenes, graphical history visualization, collaborative virtual envi-
ronments, and visualization and interaction techniques in VR. 

2.1 Version Control Systems for 3D Scenes 
A Version Control System, also known as a Revision Control Sys-
tem, enables users to keep historical versions of digital content. 
VCSs such as Git [29] and Subversion [3] have been popular in 
the domain of software engineering to help developers keep track 
of the history of source code by committing changes along with 
text messages that describe the changes. Most VCSs also support 
asynchronous collaboration among multiple developers at remote 
locations by allowing them to manually create and merge branches. 
However, most existing VCSs are unsuitable for tracking and under-
standing changes of 3D scenes because the underlying line difer-
encing mechanism is designed for tracking changes of text fles and 
thus lacks high-level semantic information of spatial data such as 
two-dimensional (2D) images and 3D scenes. Recent work, primarily 
from the Computer Graphics community, has thus explored tech-
niques for tracking changes in media fles such as 2D images [13] 
and 3D scenes [9, 10, 18, 20, 21, 63], which can be categorized into 
two approaches: state-based and operation-based. 
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Table 1: Summary of prior VCSs and VRGit. VRGit contributes to a full VCS in collaborative immersive environments. 

System Content Type Version Control Features State/Operation Real-time Collaboration Immersive 
Navigation+ Commit Branch Dif Merge 

Git [29] Text ✓ ✓ ✓ ✓ ✓ State-based 
Chen et al. [13] Image ✓ ✓ ✓ ✓ ✓ Operation-based 
Dobõs et al. [21] 3D Scene ✓ ✓ ✓ ✓ ✓ State-based 
MeshGit [18] 3D Scene ✓ ✓ State-based 
SceneGit [10] 3D Scene ✓ ✓ State-based 
MeshHisto [63] 3D Scene ✓ ✓ Operation-based ✓ 
CSculpt [9] 3D Scene ✓ ✓ Operation-based ✓ 
Spacetime [78] 3D Scene ✓* State-based ✓ ✓ 
Lilija et al. [45] Spatial Recordings ✓ State-based ✓ 

VRGit (this work) 3D Scene ✓ ✓ ✓ ✓* ✓** Operation-based ✓ ✓ 

Navigation+: History visualization and navigation. 
✓*: The system allows users to compare diferent versions instead of calculating the diferences. 
✓**: The system allows users to reuse content from diferent versions instead of merging all changes. 

State-based approaches aim to build efective mechanisms that 
can automatically derive changes by comparing two states, e.g. a 
version and its successor, after the changes occur. Prior work fo-
cusing on state-based approaches has strived to derive changes at 
diferent levels of granularity [10, 18, 20, 21]. For example, Doboš 
and Steed version 3D assets at a coarse granularity of individual 
nodes of a scene graph such as individual meshes [20, 21]. SceneGit 
can derive changes at a fner granularity of vertices and faces [10]. 
In the domain of drawing, techniques such as object-oriented draw-
ing can also preserve states of individual attributes and allow users 
to revert to previous states of an attribute without interfering with 
other attributes [77]. The other approach is operation-based, which 
records changes while they occur. This approach typically records 
editing operations that users make, and then applies the operations 
to a state to transform it to the successor state [9, 13, 63]. For exam-
ple, MeshHisto stores and transmits mesh diference by encoding 
them as sequences of primitive editing operations [63]. In our work, 
VRGit uses operation-based change tracking since it is more precise 
and efcient in determining the diference between two states and 
provides functionality such as replay and undo. It has also been 
applied to prior content creation tools such as 3D modelling [63] 
and sculpting [9]. 

Our work contributes to existing literature in VCSs for 3D scenes 
by introducing a full VCS in collaborative, and immersive environ-
ments (Table 1). While prior work has been focused on one or two 
features of a VCS such as difng and merging and has targeted VCSs 
on 2D screens, VRGit aims to explore novel visualization and in-
teractions of a VCS and provide real-time workspace awareness in 
collaborative content creation in VR. 

2.2 Graphical History Visualization 
Enabling intuitive graphical visualization and interactions for ver-
sion or operation history has long been an area of exploration in 
HCI. Prior work has explored visualization of history using repre-
sentations such as layers of operations [49], snapshots of before-
and-after states [43], and timeline views of history [62]. Later work 
has then built on these representations and explored techniques 
that enable users to better understand and interact with operation 

history. For example, Klemmer et al. built upon snapshots of states 
of collaborative web editing sessions and embedded non-linear 
branches in the timeline view [38]. Nakamura and Igarashi cap-
tured the Graphical User Interface (GUI) input and output history of 
graphical documents and visualized the snapshots with annotations 
of detailed operations [50]. Chronicle instead captures the video 
history of graphical documents and provides users with a set of 
probes to flter the revision history [31]. More recently, Chen et 
al. explored using a Directed Acyclic Graph (DAG) for versioning 
image editing operations [13]. However, all the above systems for 
visualizing and interacting with version history are designed for 
text or 2D content such as paintings and images. 

Most graphical history representations for 3D scenes today have 
primarily focused on viewing and interacting through 2D displays. 
For example, commercial Computer-Aided Design tools such as 
Autodesk Maya or Vistrails are able to record modelling history 
and provide a list of operation history in the editor. Another line of 
research in this space is focused on interactive summary of long 
sequences of editing operations. For example, MeshFlow [17] and 
3DFlow [19] are proposed to summarize the history of mesh editing 
by clustering editing operations. Closer to our work that visualizes 
history in VR, Lilija et al. introduced techniques of visualizing ob-
jects’ trajectory in 3D scenes and allowing users to view the history 
of spatial recordings in VR [45], though not in the context of a VCS. 
Our work expands on prior work to explore graphical representa-
tion and interactions of non-linear history (i.e. branching) in a VCS 

for immersive VR authoring. 

2.3 Collaborative Virtual Environments 
Researchers have acknowledged the importance of designing real-
time collaborative systems that support workspace awareness, i.e. 
understanding of other collaborators’ interaction with the shared 
workspace [32]. Prior work has explored various techniques for 
supporting awareness of other users in collaborative virtual envi-
ronments such as the use of gaze [59], gestures [52, 58, 76], and 
pointers [24]. Recent advances of the underlying sensing technolo-
gies have also allowed for capturing and rendering full bodies of 
users via 2D projection (e.g. Room2Room [56]) or 3D hologram 
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(e.g. Holoportation [53]). Beyond the awareness of other users, 
workspace awareness also involves understanding of collaborators’ 
workspace context. To achieve that, sharing views of the workspace 
has shown to be an efective technique [26, 28, 51, 73]. For instance, 
Fraser et al. proposed using peripheral views to support peripheral 
awareness of other users in collaborative virtual environments [26]. 

A common limitation of the above techniques is that they are 
designed for providing awareness when there is only one version of 
3D scenes and all users are virtually co-located and therefore visible 
to each other in that version. Highly relevant to our work, Space-
time proposes the concept of parallel objects that allow users to 
create parallel versions of the same object similar to branching [78]. 
However, their technique still requires users to land on one fnal 
version and renders all parallel designs using diferent levels of 
transparency in the same version. In this work, we take a diferent 
approach that allows users to manually branch into diferent vari-
ants of the 3D scenes and make changes in those branches while 
still maintaining workspace awareness when they are located in 
diferent versions or design variants (i.e., branches) of 3D scenes. 

2.4 VR Visualization and Interaction Techniques 
Our work also builds on prior visualization and interaction tech-
niques for object manipulation and navigation in VR. Prior work 
in immersive authoring tools has proposed intuitive interaction 
techniques that allow users to build 3D scenes through direct manip-
ulation and to leverage their spatial reasoning skills [1, 30, 47, 48, 60, 
80]. Other research has proposed several techniques for interaction 
and navigation in 3D scenes of large distances [8, 42, 46, 57, 61, 67]. 
For instance, Mackinlay et al. propose the using teleportation to 
navigate large virtual workspaces [46]. Kunert et al. use photos 
of 3D scenes as portals that allow users to navigate in space and 
time [42]. To interact with objects at a large distance, “go-go” inter-
action uses the metaphor of interactively growing the user’s arm to 
interact with distant objects in a virtual environment [61]. Stoakley 
et al. introduced the concept of World in Miniature (WIM), which 
enables both navigation and interaction in a large VR scene. A WIM 

represents the virtual environment and allows users to manipulate 
objects ofered by the miniature, or rapidly teleport in the virtual 
environment by selecting locations directly in the miniature [67]. 
It also has the beneft of allowing users to see a preview of the 
immersive virtual environment without having to travel back and 
forth between diferent views. 

In this work, we contribute to the literature by using the tech-
niques of WIM and portals in the context of version control. More 
specifcally, we extend the concept of World in Miniature by using 
them as nodes in the history graph for previewing snapshots and 
changes of diferent versions and reusing objects in diferent ver-
sions. We also extend the concept of portals to communicating and 
sharing views between collaborators in the VCS. 

3 VRGIT 
VRGit is a VCS for VR that enables users to keep track of multiple 
versions of 3D scenes, to create and navigate diferent branches, and 
to preview and reuse content from diferent versions. Beyond sup-
porting individual uses, VRGit also supports real-time workspace 
awareness of users’ activities and version history by integrating 

Figure 2: The immersive authoring environment. A menu is 
always attached to the left controller. Users can select pre-
made furniture models of diferent categories and place them 
in the VR scene. 

synchronous communication and enabling a shared history visu-
alization. To instantiate the visualization, interaction, and collab-
oration design of VRGit, we frst build an immersive authoring 
system that enables users to create and manipulate 3D scenes di-
rectly in VR. We choose an example of designing the foor plan of 
an apartment for evaluation with end-users, because it has been a 
key VR application since it requires users’ spatial capabilities and 
has been used to evaluate prior collaborative VR systems [36, 54]. 
We also believe the design concepts behind VRGit are generalizable 
to other application domains (e.g., game scenes design) as well, be-
cause the immersive authoring operations (e.g., manipulation of 3D 

objects), version control mechanism (e.g., commit and branching), 
and collaborative support (e.g., portals and shared visualization) 
are independent of the task context. 

3.1 Immersive Authoring Environment 
We build an immersive authoring environment that allows users 
to design the spatial layout of an apartment, as a foundation for 
instantiating the concepts of VRGit. Users can place and manipulate 
pre-made furniture models in an empty apartment, as seen in Fig. 
2. Our system is scoped to authoring VR scenes at a fxed scale (e.g., 
city scales in urban planning or room scales in interior design) to 
better focus on the challenges of visualizing and interacting with 
version histories in VR, and keeping workspace awareness among 
collaborators across diferent versions. 

3.2 Version Control System 
VRGit supports full version control of the 3D scenes during the edit-
ing process. We use an operation-based history model that records 
users’ edit operations and then applies the operations to a state to 
transform it to the successor state. We use this model because (i) 
it has been utilized in prior editing tools such as desktop-based 3D 

modeling [63] and 2D images [13], and (ii) it can be more precise 
and efcient in determining the diference between two states [63] 
and provides functionalities such as replay and undo [13]. Our 
current system supports common immersive authoring operations 
including creation, transformation, and deletion. We use a Directed 
Acyclic Graph (DAG) as the underlying data structure where each 
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Figure 3: The summarized version history. The upper area 
refers to part of the DAG that generate a node whenever there 
is a new operation. The middle area shows part of the summa-
rized HG where V4-8 are clustered based on operation depen-
dencies. The bottom area shows the constraint of workspace 
awareness, where a version that another user is working in 
will always be shown. 

node represents an editing operation with its relevant parameters 
and each edge along with its direction represents the temporal 
order between two operations. 

3.2.1 History Visualization and Navigation. We visualize a directed 
graph on the users’ left arm to represent version history as a His-
tory Graph (HG). Each node is visualized using a miniature of the 
version state and each edge represents the temporal order between 
two versions. We also show the version number in text in each 
node. Inside each miniature, we highlight the diference with its 
prior version by changing the material of the furniture with color 
coding: we use green to represent an added object, yellow to rep-
resent transformation of an existing object, and red to represent a 
deleted object. Because of the potential complexity and large size 
of the underlying DAG, the HG only shows users the summarized 
version history, as shown in Fig. 3. Our summarization techniques 
take into account three parameters: (i) operation dependencies, (ii) 
spatial constraints, and (iii) workspace awareness. We use a simple 
timeout mechanism to determine operation dependencies, which 
generates a new node in the history graph after the user has been 
idle for a specifed amount of time (10 seconds when working alone, 
15 seconds when working collaboratively—defaults that we found 
to work anecdotally). Spatial constraints allow us to determine the 
number of miniatures and branches to display given the amount 
of available space in a visualization anchor (e.g. users’ arms or a 
tabletop). VRGit also always shows which versions users’ collabo-
rators are working in, as a way to improve workspace awareness. 
Users can select the previous or next version in the history graph 
by pushing the thumbstick on the left controller horizontally. A 
cursor of a yellow square is then shown around the miniature when 
a version is selected. To enter a version, users can select the version 
and press a button on the controller. The layout of the environment 
will then change to the state of that version. When there are multi-
ple branches at a node (shown as parallel siblings in the HG), users 
can also switch branches by pushing the thumbstick vertically. 

3.2.2 Commits and Branching. In VRGit, commits (checkpoints in 
the repository) are made automatically by the system whenever the 

(a) Visualization of three branches. 

(b) Visualization after switching to the next branch. 

Figure 4: Screenshots of the History Graph (HG) that visual-
izes multiple branches. The user stays in the version of V17. 
In 4a, the user is selecting V4 which belongs to the branch 
highlighted in light green. Users can switch to other branches. 
After switching branches (4b), the user is selecting V4.0 which 
belongs to the branch highlighted in dark red. 

user performs a new operation. VRGit does not require that users 
explicitly perform commits, which could interrupt their workfow, 
while allowing users to revert back to previous versions if any 
misoperations occur. When a new commit is made, the system will 
append a new node that represents the editing operation to the 
underlying DAG. The summarized HG will in turn be updated based 
on the new DAG. 

VRGit enables visualization of multiple branches and intuitive in-
teractions for creating, updating, and navigating diferent branches 
in the visualization, as shown in Fig. 4. Creative tasks such as con-
tent creation usually involve numerous trial-and-error experiments 
and design variants (branches) [33, 72] and the ability to keep mul-
tiple branches has shown to be an important building block of 
creativity support tools [64]. In our system, users can easily create 
a branch based on a historical version by frst entering that version 
and then pressing a button on the controller. The system will then 
create a copy of the node that represents the historical version, and 
append the copy to its parent node in the underlying DAG. The HG 

will then be updated by laying out the branches in a circular path 
that takes advantage of depth aforded by VR displays. The user will 
be automatically switched to the new branch once it is created and 
can update the new branch modifying the 3D scene. Users can use 
the thumbstick to navigate diferent existing branches as mentioned 
above. 

3.2.3 Previewing and Reusing. A preview allows users to easily 
examine the state of a historical version without actively entering 
that version, typically known as “snapshots” or “thumbnails” in 
2D graphical editing tools [43]. In our system, as the miniatures 
in the HG can be small for inspection depending on the anchor 
of the HG, we enable users to preview of a version in the HG by 
showing an expanded miniature of the version. Users can open a 
preview of a version by using the raycast to aim at the version and 
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(a) Preview. (b) Reuse. 

Figure 5: Screenshots of previewing and reusing in VRGit. 
In 5a, the user is in V14 and opening a preview of V5.11. In 
5b, the user reuses the chair in the preview by aiming at it 
using the raycast shooting from the controller and pressing 
a button on the controller. The chair then appears in the 
environment and the system automatically creates a commit 
that brings the user to V15. 

pressing a button on the controller, as shown in Fig. 5a. They can 
also resize the preview to better inspect changes in the version. 
Multiple previews can exist at the same time and users can directly 
manipulate the preview for the convenience of inspection. 

Another novel functionality that previews aford is reusing spa-
tial design from one or more previews. In conventional VCSs, reusing 
or combining data between versions is done via merging, which 
applies all changes of one branch to another. Along this line, prior 
work has also proposed mechanisms for merging changes and re-
solving conficts of two 3D scenes [10, 18, 20]. However, merging is 
typically limited to fusing all changes between only two versions at 
a time. Content creation, on the other hand, is often an open-ended 
design process that is subject to unexpected changes of directions 
or goals [15]. It is therefore common for users conducting creative 
tasks to explore diferent design variants by selectively mixing-
and-matching changes from multiple sources [11, 12, 44, 69]. For 
instance, imagine an architect who wants to mix-and-match de-
signs of the balcony from one version, the furniture from a second 
version, and decoration from a third version. It would be useful if 
they can open previews of the three versions and directly reuse 
these specifc parts of the 3D scene. Therefore, instead of fusing all 
changes between two versions at a time, our system allows users 
to reuse objects from multiple versions. In VRGit, users can reuse 
spatial design of diferent versions and selecting the target item in 
the previews, as shown in Fig. 5b. The selected furniture will then 
appear with the same transformations (i.e., position, rotation, and 
scale) in the user’s current version. To incorporate designs from 
multiple versions, users can create multiple previews and reuse 
objects in those previews accordingly. 

3.3 Collaboration in VRGit 
Collaboration is an important component in most VCSs. For instance, 
VCSs such as Git and Subversion are designed for multiple develop-
ers at remote locations to collaborate with each other, by allowing 
them to sync changes (e.g. commits or branches) to the repositories 

through a central server. The collaboration in such VCSs is asynchro-
nous and users typically work in separate editing environments. 
Numerous synchronous 3D scene editing tools exist (e.g. [9, 63]), but 
they do not support active branching or navigating history in their 
VCSs. In VRGit, users can collaboratively author the 3D scene when 
they are in the same version, analogous to a synchronous editing 
tool. They are able to see each other’s edits and avatars, point to 
objects with raycasts, and talk to each other via audio communi-
cation. VRGit also allows users to create branches and navigate 
to diferent versions, in order to explore diferent design variants 
without interfering with each other. In this scenario, they can work 
on their own branches but are not able to see each other’s avatars 
in the environment, analogous to an asynchronous editing tool. In 
all, collaborators can easily separate or reconcile by navigating and 
branching into the same or diferent versions. 

In this work, we address the unique challenges of supporting 
communication and workspace awareness in immersive authoring 
through a VCS. We consider two primary scenarios: (i) when users 
are working in diferent versions and (ii) when users are working 
in the same version. In most existing VCSs, being in diferent ver-
sions means users are working in separate workspaces and there 
is little support or need for real-time workspace awareness since 
there is no presence of users or activities in the workspace [71]. 
However, as in VRGit, users can easily switch and work in difer-
ent versions or branches, so there should be a consistent presence 
of collaborators and their activities as well as a convenient way 
to communicate in order to maintain workspace awareness. We 
incorporate mini-avatars in the HG that indicate in which version 
(where) collaborators are located. We also integrate the concept of 
portals and shared history visualizations in our VCS that help users 
understand what collaborators are doing and communicate with 
each other when they are working in diferent and the same version 
respectively. We detail the design of these two features below. 

3.3.1 Portals. In collaborative authoring, it is common for collabo-
rators to adopt a ‘multi-synchronous’ collaboration styles in which 
they work simultaneously in isolation and subsequently integrate 
their contribution [22]. VRGit enables this by allowing users to 
create and work in diferent branches, and combine their work 
together by reusing designs from multiple branches. An important 
aspect in this process is how to enable communication between 
collaborators and awareness of their activities in order to ensure 
common ground [14] and to avoid redundant work [37]. VRGit 
addresses this by integrating portals into the HG that allow users to 
easily monitor and communicate with each other when they work 
in diferent branches. Portals are 2D video streams from collabo-
rators’ frst-person view, which have been shown to be useful in 
understanding collaborator’s activities [2, 39]. Users can create a 
portal of another user by using the raycast from the controller to 
aim at the mini-avatar appearing in the HG and pressing a button 
on the controller. A 2D plane showing the target user’s frst-person 
view will be created next to the mini-avatar, as shown in Fig. 1 (left). 
Users can directly manipulate and place the portal. 

3.3.2 Shared History Visualization. In VRGit, shared history visual-
ization is designed to facilitate discussions about multiple versions 
(e.g., to compare features) or about the edit history itself, as shown 
in Fig. 6. A unique challenge for the VCS under this setting is how 
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Figure 6: The workfow of shared history visualizations. When two users are working in the same version, one user can start a 
shared history by pointing at the HG on the left arm and pressing a button (top left). The shared history visualization will then 
be anchored on the table and the sharer can select a version (highlighted in dashed line) for all users (top right). They can then 
enter that version collaboratively (bottom left). Finally, all users can collaboratively preview and reuse the lamp from another 
version (bottom right). 

to maintain awareness of version history and version control oper-
ations from collaborators. As each user keeps a local HG on their 
left arm, similar to a local copy of the entire repository in VCSs such 
as Git, their views of the HG may be diferent due to navigating 
versions and switching branches. Therefore, there is little aware-
ness of collaborators’ version control operations such as navigating 
and entering diferent versions, and it is difcult to refer to specifc 
versions during discussion. VRGit addresses this by introducing 
shared history visualization where the local HG originally anchored 
on each user’s arm moves to a shared location in the virtual scene. 
One sharer is required to create the shared history visualization by 
using the raycast to aim at the HG anchored on the arm and pressing 
a button on the controller. Then every user in the same version 
will be able to see an animation of the HG moving from their arms 
to a shared location in the virtual scene. Similar to screen sharing, 
the sharer can interact with the shared visualization to navigate 
history, switch branches, and create previews. The sharer can also 
move the shared history visualization through direct manipulation. 
The operations on the shared history visualization are synced for 
all sharees who are in the same version to ensure they have the 
same view and understanding of the shared history visualization. 
For instance, when the sharer navigates and enter an older version, 
all sharees are able to see the navigation in the shared history visu-
alization and enter the version with the sharer. When the sharer 
creates a preview and reuses objects from the preview, all sharees 

3.4 System Implementation 
VRGit is implemented using Unity 2020.2.7 and runs on Oculus 
Quest or Rift headsets. The overall architecture of our system is 
shown in Fig. 7. We use the Photon Voice1 plugin in Unity to enable 
voice chat among users. The rest of our functionalities are mainly 
synced through a Firebase server.2 More specifcally, the applica-
tion encodes the animation of avatars that is tracked in Oculus in 
binary and updates the document linked to the user ID on Firebase. 
In VRGit, operations of each user are synced through the operation 
document on Firebase and used to update the local copies of HGs in 
each application. We currently support fve operation types: cre-
ation, transformation, deletion, entering, and branching. The frst 
three are immersive authoring operations and the rest are manual 
operations in the HG that need to be updated. When users start a 
portal to share their frst-person views and communicate with each 
other, we encode the video streams in binary using WebRTC3 and 
sync the streams through Firebase. Finally, while all of the above 
functionalities are synced in both directions, the shared history 
visualization is in one direction. When one user becomes the sharer 
by starting a shared history visualization, all the operations from 
the sharer such as navigating history, switching branches, and pre-
viewing and reusing are sent to the server. All the sharees then pull 
those shared history operations and update their shared history 
visualization based on the operations. 

can see the preview being created and the objects being reused in 1https://www.photonengine.com/voice the current version. 2https://frebase.google.com/
3https://webrtc.org/ 

https://3https://webrtc.org
https://2https://firebase.google.com
https://1https://www.photonengine.com/voice
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Figure 7: The system architecture of two applications run-
ning VRGit. VRGit uses two servers: Photon Voice and Google 
Firebase. All applications write and read audio data from 
the Photon Voice server to sync voice communication. Ap-
plications sync the movement of users’ avatars by writing 
and reading data of Oculus headset and controllers from the 
Avatars document on Firebase. Similarly, applications sync 
their version control operations through the Operations doc-
ument and their video data through the Portals document. 
Finally, for shared history visualization, only the sharer (i.e., 
App 1) writes data to the Shared History Operations docu-
ment and only the receiver (i.e., App 2) reads data from the 
document. 

4 EVALUATION 
We conducted a qualitative user evaluation of VRGit with two 
goals: (i) to evaluate the usability and utility of the visualization 
and interaction of the Version Control System, and (ii) to assess how 
well the system support people’s communication and awareness in 
a collaborative task. 

4.1 Participants 
We recruited 14 participants in seven groups (10 female and 4 male, 
age 20–28) from a university in the United States through public 
email lists of a department. All participants had prior experience 
using VR devices. Three groups of participants were friends and 
four groups were strangers. Each participant was compensated 
with $30 USD Amazon gift cards for an approximately 120-minute 
study. Our study was approved by our institution’s IRB. 

4.2 Procedure 
Our study was divided into two sessions. The frst session was 
completed by participants individually and the second session was 
completed collaboratively by three people (two participants and one 
researcher). To simulate remote collaboration settings, participants 
were separated in two diferent rooms where they cannot verbally 
communicate unless using our system. The frst session began 
with an introduction and a walkthrough of the system that lasted 
approximately 30 minutes. During the walkthrough, participants 
were shown individual features and asked to complete some atomic 
tasks to get familiar with those features. After the walkthrough, 
participants were asked to complete an individual task to iteratively 
design the spatial layout of an empty apartment. The individual 
design iteration task was designed to evaluate how well our system 
could help users navigate, understand, create branches, and reuse 

designs across versions. The task took approximately 15 minutes 
to complete and will be detailed in the next section. After the 
individual task, participants were asked to take of their headsets 
and fll out a survey that examines the usability and utility of the 
VCS, where participants were asked to rate, on a 7-point Likert scale, 
statements such as “I found it easy to use” and “I think it would 
be useful.” We also examined how well the system helped users 
make sense of version histories. Participants were asked to rate on 
7-point Likert scale statements such as “I found it easy to know 
what has been changed between two consecutive versions.” After 
the survey, participants were given a 5-minute break. 

After the break, participants were given debriefs on the collabo-
ration task (also detailed in the next section), which lasted about 10 
minutes. After the instruction, participants were connected with 
each other online. They were reminded of the main communication 
features of the system such as the usage of portals and the shared 
history visualization. In the second session, participants were asked 
to complete a collaboration task that simulates the communication 
process between a client (or buyer), acted by the frst author, and 
two interior designers (or sellers), acted by the two participants. 
The furniture designers needed to collaboratively come up with 
two variants of the apartment. This collaborative task lasted about 
30 minutes. 

At the end of the collaboration task, participants flled out an-
other 5-minute survey that focuses on our collaboration features by 
examining users’ workspace awareness and their communication 
experience. Finally, we conducted a semi-structured interview with 
the participants individually that asked about the benefts and chal-
lenges of using VRGit. The interview lasted about 15 minutes. We 
aggregated all the survey data, transcribed and coded the recordings 
of interview. 

4.3 Task 
In this section, we describe in detail the individual task in the 
frst study session, and the collaboration task in the second study 
session. In both study sessions, we asked participants to act as 
interior designers working remotely to design the furniture layout 
of a new apartment. 

For the individual task, we aim to examine our VCS by asking 
participants to iteratively design the layout of the living room. The 
design of the task aims to emphasize the usage of the VCS including 
history navigation, branching, previewing and reusing content. At 
the beginning of the individual task, participants were asked to 
act as an interior designer working in a company and to design 
the room layout by following the instructions given by the exper-
imenters. The frst design iteration was shown as a miniature in 
VR and participants were asked to recreate the layout according 
to the miniature. Participants were asked to verbally notify the 
experimenter once they fnished the frst iteration. After the frst 
iteration, participants were then asked to undo by going back to 
a historical version. Based on that version, participants were then 
asked to create two design variants (branches). After the two de-
sign variants were created, the experimenter would pick a random 
object in a random branch in the scene and ask the participants to 
reuse the object in another branch. After the object was reused, the 
participants then completed the individual task. 
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For the collaboration task, participants were placed in two difer-
ent branches and asked to freely design the room for two minutes. 
After that, we aim to prompt the usage of portals between users by 
giving them information access to diferent aspects of the design 
principles. More specifcally, one participant was given access to 
principles of furnishing styles (e.g. color matching, shape). The 
other participant was given access to principles of furniture ar-
rangement (e.g. required furniture, placement). The principles were 
incrementally shown every two minutes and displayed on the wall 
in their individual virtual environments. Participants were asked 
to act as if these principles were their areas of expertise. Their goal 
was to make sure their designs satisfy both people’s expertise. For 
example, participant A should not only make sure that the layout 
satisfed the arrangement principles, but also need to communicate 
with participant B to make sure that the design satisfed the styling 
principles. In this way we created scenarios for the participants to 
ask each other for design feedback through the portal. The design 
principles were also fexible enough that resulted in design alter-
natives that were sufciently diferent from the two participants, 
which were spread across two separate branches from participants 
A and B. Finally, the client (i.e. the researcher) joined the session 
and started a group discussion involving three people. The goal of 
the client was to ask for a new design option that incorporated the 
designs from both participants and to make sure that a shared his-
tory visualization is created by either participant A or B. In this way, 
we encouraged group discussions via shared history visualization. 

5 RESULTS 
All participants were able to complete the tasks using VRGit and 
thought the system was highly useful for managing version history 
in iterative design tasks and maintaining awareness and commu-
nication with collaborators. Participants also complimented that 
the system was fun and cool to use: “I thought the system is really 
cool; It felt like I was in a futuristic movie” (P2a). In the following 
sections, we provide more detailed insights gained from the usabil-
ity and utility survey and the retrospective interview. We center 
our fndings around the two evaluation goals, (i) the usability and 
utility of VRGit, and (ii) the communication and awareness support 
in the collaboration task. 

5.1 Usability and Utility of VRGit 
5.1.1 History visualization and interaction required low efort. Par-
ticipants felt that the design of VRGit made it easy to understand 
historical changes and allowed easy access to specifc versions. Par-
ticipants reported in the survey (on a Likert scale of 1-7) that it 
was easy to track the evolution of design across various versions 
(avg=6.2, sd=0.6) and see the changes between two consecutive 
versions (avg=5.9, sd=1.0). Participants compared to existing VCSs 
and thought that the miniature representation of nodes in the HG 

costed low efort to understand the history. “I do think it is really 
useful. When I use Github or Photoshop, for the previous versions you 
have to open up the fles and it is not very visual so you have to go 
through each one.” (P1a) “Compared to something like Git, where I 
have struggled to make sense of things like which branch I’m on or 
how it difers from other branches, I really like the visualization of the 
VR system, and being able to see little preview models of the rooms 

and the way they branch.” (P7a) The color highlighting mechanism 
also made it easy to quickly understand “what has been added and 
what has been deleted” (P5a) between two consecutive versions. 

Participants also found it useful to navigate and enter diferent 
versions (avg=6.4, sd=0.7). Participants commented on the simi-
larity to existing VCSs like Git, in which users can easily revert 
to previous states if necessary. “I think the version history is very 
similar to Git...like on GitHub you can return back to previous version. 
That’s really easy in case you make a mistake.” (P6a) However, the 
interactions of navigating and entering diferent versions (avg=4.4, 
sd=1.7) introduced a learning curve that participants sometimes 
could not recall which buttons to press on the controller for certain 
actions. “Some of the controls were hard to remember, you know, there 
was a lot of learning in that. But the guide with most of them written 
out helped.” (P5a) Another reason they found it difcult to navigate 
to diferent versions was the potential large size of the HG. “I felt 
when looking at the version history, especially when it becomes longer, 
it is harder to see and navigate to previous versions.” (P1a) 

5.1.2 Branching allowed easy exploration of multiple design variants. 
Participants generally thought it was easy (avg=5.6, sd=1.2) and 
useful (avg=6.1, sd=1.1) to create multiple branches. Participants 
thought that branching was particularly useful when users wanted 
to experiment and make changes based on earlier versions. “If you 
want to make a little bit of change of something, or if I proceed too 
much but I want to go back and change that one a little bit. This kind 
of thing would be very hard for me to keep track of the hierarchy...but 
if I have a branch, I can actually make diferent version in the same 
workspace and show it to other people in that workspace.” (P7b) Users 
thought the visualization of multiple branches next to in a semi-
circular shape allowed easy comparison of diferent design variants. 
“I think it [branches] is really helpful because there are projects where 
I want to compare diferent versions. I wanna have those on hand to 
visualize for clients... I think it’s really more persuasive to have the 
comparative visuals right next to each other.” (P5a) 

5.1.3 Previewing and reusing were useful for comparison and efi-
ciency. Participants generally found it easy (avg=5.2, sd=1.7) and 
useful (avg=6.3, sd=0.6) to see the preview of a version. Previews 
are suitable for closer inspection than the nodes, allowing users 
to control the viewing angle by direct manipulation and to get a 
holistic understanding of the foor plan. This has been mentioned 
by participants in comparison to portals, in which users did not 
have control over the views and could only see part of the foor plan. 
“I feel like for me it was a lot more useful if I pulled up a preview of 
their version rather than looking through the portal because I have the 
bird-eye view and I can move it [the preview] around.” (P7a) Opening 
previews of multiple versions were also useful for comparison. “I 
don’t know if it is a feature but if we were able to make previews of 
multiple versions at one time and put them next to each other. I think 
it would be pretty useful to compare and get the bird-eye view of all of 
them next to each other.” (P2a) Participants also thought it was easy 
(avg=5.6, sd=1.4) and useful (avg=6.5, sd=0.7) to reuse objects in 
the preview. Reusing objects can save time because accurate object 
manipulation is time-consuming in VR [34] and reusing objects can 
put those objects at the same location and rotation. One participant 
also reported to prefer reusing to merging in conventional VCSs 
such as Git because it allowed them to utilize part of the changes. 
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“I like it better than, say, like Git or Google Doc because you could pull 
it [the preview] up and then take in just the pieces that you wanted, 
versus like Git you have to kind of merge all the updates.” (P2a) 

5.2 Communication and Awareness in 
Collaboration Tasks 

Overall, participants felt that their overall communication with 
collaborators was natural (avg=6.4, sd=0.6) and enjoyed the col-
laboration in the task (avg=5.6, sd=1.3). Participants thought that 
the portal (avg=6.3, sd=0.9) and the shared visualization (avg=6.4, 
sd=0.8) with other users were very useful. 

5.2.1 Portals allowed easy communication on ideas. Participants 
found it easy to understand what their collaborators were doing 
(avg=6.1, sd=0.8) and to communicate feedback with collaborators 
(avg=6.4, sd=0.7) through the portal. Although we mentioned above 
that previews were suitable for understanding holistic layout of 
the foor plan, participants thought that being able to see the frst-
person view of their collaborators made it easy to understand their 
collaborators activities based on their own experience. “I thought 
the portal was pretty good to use because I could see exactly what 
they were doing...and since I had the same experience too I knew what 
they were doing and why they decided to do those things.” (P1a) They 
thought it was easy to communicate feedback because they could 
easily refer to items (avg=5.9, sd=1.4) through the portal. “It (the 
portal) was especially good for, like, if I wanted to get a really close 
view of something or if I wanted to make sure if it was the right item 
or the right color.” (P2a) In addition, participants thought the design 
of the portal can save the efort of leaving for other users’ branches. 
“[With portals] you don’t have to step out from your room to actually 
go to the second room, you can just be in your room, and just from 
there you can see what is happening in the other room.” (P6b) 

5.2.2 Shared history visualization provided common ground for 
discussion. Participants generally applauded the ability to see a 
larger scale HG laid out in the physical environment. “It is nice that 
the structure of versions is larger when it is on the table. I can actually 
see how many furniture inside that version and decide whether or not 
to go there.” (P4a) Participants found it easy to refer to a specifc 
version (avg=6, sd=0.8) or object (avg=6.4, sd=0.7) in the shared 
history visualization. This consensus on versions and objects then 
helped facilitate participants’ discussion on their design. “...if I 
actually didn’t agree with my collaborator’s fnal design, like for 
example version 5, but I see in version 3 there is something interesting. 
I can say ‘Okay, actually I like what you did in version 3 here, can 
we branch of of version 3 and explore something else here?’ and 
the fact that you have this shared vision collectively, it gives that 
opportunity to branch of of the design.” (P9b) However, the shared 
history visualization could be confusing sometimes when the user 
was unclear who was the sharer. “The shared visualization didn’t 
communicate to me if I had control of it or not. If it said that I’m 
observing [partner’s] visualization, I would know that it’s her thing 
and I wouldn’t do anything.” (P4b) 

6 DISCUSSION AND FUTURE WORK 
Our results demonstrate that users were able to use VRGit for ver-
sion control in both individual and collaborative content creation in 

VR. We found that VRGit ofered intuitive visualization and interac-
tion for understanding non-linear version history, creating branches 
of design variants, and previewing and reusing design from difer-
ent versions in VR. In addition, VRGit facilitated communication 
and awareness in collaboration with portals and a shared history vi-
sualization. Although the system was generally considered easy to 
use and useful for most tasks, VRGit also introduced challenges of 
navigating longer histories more efectively and workspace aware-
ness understanding sharing and control among collaborators. In 
this section, we detail the design considerations and future direc-
tions of building VCSs for collaborative content creation in VR. We 
also discuss the current limitations of our work. 

6.1 Lowering the Efort for Using VCS in VR 
As they are originated from managing source code among devel-
opers [74], existing VCSs could require advanced knowledge and 
skills of both using the system (e.g., shell commands) and inter-
preting the visualization (e.g., diferences between two versions 
and structures of non-linear version history). Content creation in 
VR, however, is targeted on a diverse population including non-
technical users such as designers and customers/end-users [5, 40]. 
In our research, we aimed to reduce the barrier of entry to VCSs by 
designing intuitive visualization and interaction of version history 
in VR, and found that even people without prior programming ex-
perience were able to use VRGit to manage the versions history of 
their work. This demonstrates the benefts of building graphical 
representations in VR that end-users are familiar with for tracking 
version history. This also aligns with the spirit of What-You-See-
Is-What-You-Get in immersive authoring research, where many 
tools and techniques were explored to lower the foor for novices to 
create content directly in VR [47, 80]. Future work may also draw 
inspiration from past research that has investigated intuitive visu-
alization and interactions to lower the barrier for using VCS, such 
as by leveraging people’s spatial abilities using the virtual body 
resizing technique [41] to enable intuitive navigation of version 
histories. In addition, VRGit only uses controllers as input, which 
has limited capabilities, making it efortful for users to recall which 
buttons to press. Future work might also draw inspiration from 
past research that has investigated richer input modalities in VR 

such as gestures [4] and cross-device interactions [23, 70] for more 
precise control and lower mental or physical efort. 

6.2 Providing Efcient Comparison and Fusion 
of Design Variants 

We found that VRGit enabled users to easily compare diferent ver-
sions through a combination of visualizing variants using branches, 
highlighting changes in colors, and previewing versions in minia-
tures. This extends prior work on VCS for 3D scenes by seamlessly 
providing the comparison in the content creation process without 
explicit commands such as dif. Our study also suggests that the 
design of reusing content in VRGit was helpful in quickly copy-
ing objects from diferent versions and fusing ideas of multiple 
collaborators. This aligns with prior work on creativity support 
where enabling easy exploration of possible creative solutions such 
as mix-and-match is a key component [64]. This is diferent from 
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prior work on VCS that uses the merge command to combine the 
whole scenes of two branches instead of part of the scene [18]. Both 
approaches could become inefcient when users have to manually 
deal with a large number of content that they do or do not want to 
fuse (e.g., manually resolving conficts after merging). Therefore, 
future work could explore more efcient ways of fusing multiple 
design variants, such as providing suggestions based on other de-
sign variants during the creation process, or more efcient group 
selection techniques to facilitate fusing. 

6.3 Designing for Larger-scale Version History 
VRGit introduces summarization techniques that can cluster oper-
ations and reduce the visual cluttering by clipping the HG based 
on the constraints. This was sufcient for lab study tasks such 
as designing the spatial layout of an apartment. However, the HG 

can become complex and hard to navigate when creating more 
complex 3D scenes. Future work could investigate techniques that 
allow visualization and interaction with the HG at larger scales. For 
instance, there are techniques that allow users to cluster operations 
manually [50]. One can also consider employing more sophisticated 
ways of automatic clustering operations or interactions, e.g., by 
leveraging techniques in interactive summarization of videos [6, 7] 
and 3D models [17, 19]. While the former is based on image analy-
sis and the latter is based on geometry analysis of single objects, 
future work could extend this line of work by exploring interactive 
summarization techniques based on content creation operations 
clustering. To navigate a large scale HG, one possible solution is to 
incorporate the metaphor of WIM again where the user can anchor 
a coarser resolution of HG on the non-dominant hand and a higher 
resolution of HG in the world space. The user can then navigate the 
HG at large steps by manipulating the HG on the hand and navigate 
at smaller steps by manipulating the HG in the world space. 

6.4 Leveraging System Support for Richer 
Workspace Awareness 

Our results showed that various channels of workspace awareness 
were helpful for a VCS to support fuid collaboration experiences. 
While portals allowed users to understand their collaborators’ ac-
tivities and communicate ideas, when they are working in diferent 
versions, participants still sometimes preferred using previews or 
going directly to the collaborator’s version for communication. 
This is partially because portals were only 2D video streams and 
did not ofer the spatial context of the layout that the other collab-
orators were working on. In addition, users did not have control 
over the viewing angle through the portal, which introduced fric-
tion when users were looking at their collaborator’s environment. 
Future work could investigate ways to fuse diferent views of the 
collaborators’ environment in order to support better workspace 
awareness (e.g. [39]). 

Another challenge we found in the user study is the awareness of 
users’ control over the shared history visualization. For instance, in 
VRGit, only the sharer had control over the shared history visualiza-
tion, but it is unclear to users in the immersive environment who is 
controlling and who is not, thus resulting in less engagement by the 
participants. On the other hand, introducing simultaneous control 

could introduce potential conficts over the shared history visualiza-
tion. Future work should thus investigate ways to balance control 
in a shared history visualization while maintaining consistency and 
users’ awareness of the version history. 

6.5 Integrating Version Control in the VR 

Content Creation Process 
Shneiderman suggests that rich history-keeping is an essential fea-
ture of creativity support tools [64], and more recently, Sterman 
et al. [66] also suggest that version control for creative domains 
should be designed based on the needs of creative processes as cre-
ative practitioners in these domains could prioritize diferent values 
over efciency and fdelity as those in the software engineering 
domain. In line with prior research, our study suggests that our 
design of history visualization and interaction that is appropriate 
for VR authoring can help users revert to prior versions, compare 
and explore design variants, and communicate with collaborators. 
Besides designing VCSs that can suit the needs of creative tasks, 
our results also suggest that the design of VRGit can help shape 
collaboration in content creation such as understanding collabo-
rators’ activities without leaving their workspace and sparking 
design suggestions during discussion based on shared visualiza-
tion. Future researchers and designers should thus consider users’ 
creative and collaborative needs that are specifc to the workfow 
of collaborative VR content creation when designing VCSs. For ex-
ample, future research could further explore a hybrid VCS that can 
bridge diferent devices and platforms as many researchers have 
explored cross-device and cross-platform development of VR and 
Augmented Reality (AR) experiences [40, 65]. More specifcally, nu-
merous aspects of VR content creation might take place outside of 
the immersive environments, from 3D modeling to software engi-
neering, and debugging. Future research could thus explore how to 
integrate the design of VRGit into current version control practices 
of the above aspects. 

6.6 Limitations 
Though our fndings showed that our VCS is useful for collaborative 
content creation tasks in VR, our work has several limitations. First, 
we ran an exploratory lab study of the system with teams of three 
users for no more than two hours. The way that participants 
performed the tasks in the lab setting could be diferent from that in 
the real-world setting. It is also unclear how well it works for larger 
collaboration teams, which might reveal additional challenges for 
collaboration awareness and scalability. In addition, although we 
did not observe any specifc novelty efect during the study, it is 
possible that it played a role, and a longitudinal study would help us 
understand how people would use VRGit in practice. A participant 
response bias could also exist when the participants thought the 
system was developed by the researchers [16]. 

Second, we mainly evaluated the usability and utility of VRGit in 
the context of interior design. Future work could further evaluate 
other parameters such as correctness, consistency, and scalability 
and potentially compare VRGit with a control condition where users 
are provided with the same tasks without using VRGit. It is also 
worth investigating how diferent task contexts and populations 
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could afect the usage of VRGit. For example, future work could 
evaluate the usage of VRGit in contexts such as game design and 
architecture, and investigate how people’s relationships (e.g. friends, 
colleagues) and skills (e.g. high VCS literacy but low VR literacy) 
could afect their usage of VRGit. 

Finally, our system was designed for synchronous collaboration 
in VR. It is unclear how well the system can be extended to asynchro-
nous collaboration where multiple users are ofine but still need 
to communicate and maintain awareness asynchronously. VRGit 
was designed based on a limited set of content creation operations 
that take efect on immersive 3D scenes, which could limit its uses. 
Future work could look into how to extend it to support more oper-
ations on diferent granularities of 3D scenes. For example, it would 
be useful to be able to store operations on vertices and meshes of a 
3D model, which is common in tasks such as 3D modeling. 

7 CONCLUSION 
In this paper, we presented a new Version Control System (VRGit) 
for collaborative content creation in VR. VRGit enables novel visu-
alization and interactions of History Graphs in VR that allows users 
to easily view and navigate version history, create branches, pre-
view and reusing objects from multiple versions. Our system also 
facilitates communication and awareness between collaborators 
and the version history, whether users are working in the same 
version or diferent versions. Through an exploratory lab study, we 
found that our system enabled users to easily manage non-linear 
version histories, communicate with collaborators, and maintain 
workspace awareness in VR. We provide insight for future research 
and design around building VCSs for collaboration in VR, including 
techniques for scaling up to long version history and providing 
more channels of workspace awareness. 
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A STUDY SURVEYS 

A.1 Pre-task Survey 
(1) What is your self-rated experience level in using VR? Select 

only one option below. 
• Beginner 
• Intermediate 
• Expert 
• Other:_______ 

(2) What have you used VR for in the past? Check all that apply. 
□ Gaming and Entertainment 
□ Art and Design 
□ Architecture 
□ Education 
□ VR Development 
□ VR Product Design 
□ VR Research 
□ Healthcare 
□ Other:_______ 

(3) Have you used any of the following tools/software to track 
multiple versions of your work? Check all that apply. 
□ Version Control System (e.g., Git, SVN) 
□ Adobe Creative Suite (e.g., Photoshop, Illustrator) 
□ Figma 
□ Google Doc 
□ Other:_______ 

A.2 Survey Part I 
Participants answered the following questions using 7-point likert 
scale (i.e., “1” means strongly disagree and “7” means strongly 
agree). 

Usability and Utility of Features 
(1) I found it easy to create a branch of the history. 
(2) I think it would be useful to create multiple branches. 
(3) I found it easy to navigate and enter diferent versions. 
(4) I think it would be useful to navigate and enter diferent 

versions. 
(5) I found it easy to see the preview (i.e. a larger miniature) of 

a version. 
(6) I think it would be useful to see the preview (i.e. a larger 

miniature) of a version. 
(7) I found it easy to merge objects from one version to another. 
(8) I think it would be useful to merge objects from one version 

to another. 
System suitability 

(1) By looking at the history visualization, I can see the changes 
between two consecutive versions. 

(2) By looking at the history visualization, I can track the evolu-
tion of my design across various versions. 

(3) By looking at the history visualization, I can refer to other 
versions to inform my current design. 

A.3 Survey Part II 
Participants answered the following questions using 7-point likert 
scale (i.e., “1” means strongly disagree and “7” means strongly 
agree).

Communication and Awareness across Diferent Versions 
(using Portals) 

(1) I found it easy to see in which version my collaborator was 
located through the history visualization. 

(2) I found it easy to understand my collaborator’s work progress 
through the history visualization. 

(3) I found it easy to understand my collaborator’s design through 
the portal. 

(4) I found it easy to share my design with my collaborators 
through the portal. 

(5) It was easy to understand which items my collaborator was 
referring to through the portal. 

(6) I found it easy to understand what my collaborator was doing 
through the portal. 

(7) I found it easy to communicate feedback with my collabora-
tors through the portal. 

(8) I think the portal with another user would be useful. 
Communication and Awareness in the Same Version (using 

Shared Visualization) 
(1) I was aware of the presence of my collaborators when we 

are in the same version. 
(2) It was easy to understand my collaborator’s actions when 

they are in the same version as me. 
(3) It was easy to collaboratively go to a diferent version using 

the shared visualization. 
(4) During the group discussion, it was easy for me to refer to a 

specifc version in the shared visualization. 
(5) During the group discussion, it was easy for me to refer to a 

specifc object in the scene. 
(6) During the group discussion, it was easy to understand which 

version my collaborator was referring to in the shared visu-
alization. 

(7) During the group discussion, it was easy to understand which 
object my collaborator was referring to in the scene. 

(8) It was easy to merge objects from another version using the 
shared visualization. 

(9) During the group discussion, I think the shared visualization 
would be useful. 

General Experience 

(1) My overall communication with my collaborators felt natu-
ral. 

(2) To what extent did you experience that you and your partner 
collaborated? 

(3) Think of some previous time (before today) when you en-
joyed collaborating with someone. To what extent did you 
enjoy collaborating with your partner in today’s task? 

(4) To what extent would you, on another occasion, like to carry 
out a similar task with your partner? 
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